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Small Worlds and Large Worlds
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Rethinking Raadomiaation When you s3afie o dok of cotds oo analgn sidsecis b (restmsents by
Bippeng & com it s comenmn %0 wry that e resating devk and treanment acugnments ae sendasvind
What does # mean %o randorrmes somcthang? B jost mests thet we Save processed the thing wo that we
Lrrw sbmont nethiong denst s aerangernent. Shafflng o Sock of cardh changes our state of kaowdedae,
w0 Ot we ro longer have any @eads informrnm sbost D ondering of cands. Howeves. the boean
St arwey from D e that, & we vally have dafied enoagh 0 erase sy prvw knawdedpe of (e
ordering. Thes the ordier the cands end 2p b i very Bhely 1o 3¢ oo of 1he masy coderings wieh high
OTORMATION ENTROFY . The convept of informution sreswpy will be moremstagly trmportant s we
progress, andd will be wnpacked in Chaptens 6 and

2.2 Bulding 2 moded

My workiog with peobabalities sstead of raw counts, Bavesan inference s made muuch
canier, But i ooks much harder. So in thin sixtion, we follow wp on the garden of forking
data by prewmting the convestionad form of & Bayesian statistical roodel. The sy cvarple
we ll e here b the anatonsy of & typical stathtscal analyus, w0 #s S wyle that v B grom
accustomed 50, Bt every piece of it Cam be mapped onto the ganden of Sorking data. The
gk s the same

Suppooe pou have a gk e TEPITRETRING OGIT [\'A'.n the Farth., This version of the workd
s srnall encugh 10 hodd = vour hands. You aer carious how mch of the surface s covered
0 water. You adope the folloming strategy: Yoo will o the globe 2p &= the air, Whea vou
catch i, you will eecoed whether or a0t the ssrface under your rght Index Anger 6 waler o¢
s Then vou toss the globe o ia the alr agais and sepeat the procedure.™ This strategy
gencraios & sogquence of sarface samples from the gobe. The int nine samples might look
hins

WIiWWWIWLW

where W osdicuies water and L indicates land. So i this example you obnerve wx W (water)
obnervations and theee L (land) obwervations, Call this seguence of obseyvasions the oo
O 2t 10 1:-;’ « IMOang., we rod B mabe asurretions, and these SMLIMIPEIONS CONMELc

the model. Desigrasg & samplie Bayoslan moded benefits from 2 design loop with three stegs

1) Duta story: Motivate the moded by narsating how the dats st arne

<) Update Educate your madel by feedng It the data

Mo Evaluste All staristical models require supervition, leading posaity 1o model revi
o

The next sections walk through these stepn, in the costiext of the gobe inaing evidonce

2.2.1. A data story. Bavesian &ata analyses ussally mecans producing & wory for how the

Juta came 1o de. This sioey may be dowriping, specdving associations that can be used to
prodin ! outoomes ghven odservations. (O & mav W caaset, 2 ooy of hose SO cverts
produce other events, Typdcally, aay sicey you iotend 10 Be caunal meay alvo be dexcriptive
Bt muaryy descrigtive stones sre hard to mecrpret caunally, Bas all data siories are complete
' ;
in the sense that they are sufSicient foe specilving an algorithm for simalating new data. In
the sext Chapeer, you ll see cxampler of dotng jud St as simalating sew data ik 2 uwrtful pant
' 5 L [ 4

of moSet crtcam
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You can motivate your data story by trying 1o explain how cach prece of data is born. This
wnsally means describing aspects of the underlytog reality as well as the sampling process.
The data sory 0 this case is stmply a restatement of the sampling process:

(1) The true proportion of water covering the globe s p.

(2} A single 10ss of the ghobe has & probability p of producing & water (W) observation.
It has a probability | — p of prodacing a lasd (L) observation.

(%) Each tows of the globe & independent of the others.

The data story is then transisted =50 4 formal probability model. This probebility moded i
cany 10 bulld, because the construction peocess can be usefully beoken dows nto & sries of
component decisions. Before meeting these components, however, il be useful to viaualize
Bow a Bayesian model behaves.  After you've become acquainted with how such & modd
 Jearns from data, we'll pop the machine open and investigate its engineering.

2.2.1 Bayesian updating. Our problem i one of using the evidence—the sequence of globe
tosses—10 decide among different possible proportions of water on the globe. These pro-
porsians are ke the congectured marbles inside the bag, from earfier in the chapter. Each
pﬂcm&mhmabﬂnﬂ.”&cﬂo&Ammﬁdw
gins with one set of plausibilities assigaed 1o each of these possitalities. These arc the prioc

Then it updates them in light of the data, to produce the posterior plausibe.
fties. This updating peocess ks a kind of learning, called Ravssiax vroative. The details
of this updating—how it is mechanically achieved —can wait until Latez in the chageer For
now, let’s look only at how such & ssachine behaves.

For the sake of the example only, let’s program cur Bayesian machine to inftially asign
the same plausibillity to every peoportion of water, every value of p. Now Jook at the sop Jeft
wtnFmvu:s.mwmdlmw&bﬂuwdmhpw
sible valoe of p. Afier secing the first toss, which i 2 “WE the model updates the plausibilities
10 the solid line. The plausibility of p < 0 has now fallen 10 exactly 2ero—the equvalent of
“ipossble” Why? Because we obwerved at least one speck of water on the globe, so now we
Rnow there is somse water. The model executes this logic sstomatically. You doat have it in-
struct It to account for this consequence. Probability theary takes care of it for you, becase
2 & essentlally counting paths through the garden of forking data, s in the previcus section.

Likewise, the plausibility of p > 0.5 has increased. This is because there is not yet asy
evidence that there is land on the globe, so the initial plausibilitses are modified to be consis-
tent with this. Note however that the relative plausibiities are wisat matter, and there fsa't
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the other direction. The maximwam height of the curve imcreases with each sample, meaning
that fewer values of p asnass more placsibility ss the amount of evidence increases. As each
new observation i added, the curve is spdated consistent with all previous observations.
Notice that every updated set of plausibdities becomes the initial plausibilities for the
neat observation. Every conclusion is the starting point for fature inference. However, this
updating process works backwards, as well as forwards, Given the Snal set of plassbiltion
In the bottom- right plot of Fsouer 3.5, and knowing the Snal observation (W), it is possible
to mathematically divide ont the observation, to infer the previous plausibility curve. So the
data coald be presented to your model in any order, oc all & once even. s most cases, you
will present the data all at once. for the sake of convendence. ot s important to realize that

this merely represents abbeeviation of an erated learning process.

Sample sire and reliable inference. 1 is commen 50 hear that theee & 4 minimem sum.
of cdservations fof & usefud ststistical escimate. Foe cxample. there i 3 widespread
10 obuervations are needed before vor can sw 3 Gausmian ditrdutice. Why? In
: inderence, procedures see ofien pustsbod by the methods behavior # very barge sarmple sires,
anyprork hebavior As a resul, performance at wradl wamples sues i
In conteast, Bayeuian evtinates are valid for any sample stee. This does not mean that more data
Mw-l-nmu Rather, the estimates have a choar snd valid iaterpretation, no masser
« sample size. But the price for this power is dependency wpon the mitial estimates, the praoe. [f
mu.umummmuummanhm“m
comes 50 learning sbost the workd A Bayesian golem munt choose s mitial plawsibiiny, s0d »
pon Bayeslan godem must choose an extimator. Both golerm pay Sor lunch with theie amusmgtions.

2.23. Evaluate, The Rayesian model learns in a way that is demoastrably optisal, proveded
that the real large world s accurately described by the model.  This s to say that your
Bayesian machine guaranices perfect mferemce, within the small world. No other way of
using the available infornsation, and beginning with the same state of information, could do
better

Daon't get too excited about this logical virtue, however. The calculations may malfuns -
thon, %0 results always have 10 be checked. And if there are important differences between
the model and reality, then there is no logical guarantee of large world performance. And
even i the two worlds did manch, any particular sample of data couldd still be mideading, So
s worth keeping in mind at lexat two cattious principles.

First, the model’s certainty is no guarantee that the moded is & good one. As the amount
of data Increases, the globe tossing model will grow increasingly sure of the proportion of
water. This means that the carves in Prounr 2.5 willl became increasingly narrow and tall,
restricting plassible values within a very narrow range. Bot models of all soety— Hayestan or
pot—can be very confident about an estimate, even when the model is serioudy misleading
This i because the estimanes are conditional on the model. What your mode & telling you
s that. given a commitment 10 this particular model. i can be very sure that the plausible
values are im a narrow range. Under a dafferent model, thangs might look differently.

Secoad, it is important to supervise and crithgque your model’s work. Consider again the
fact that the updating in the previous section works is any order of data arrival. We could
shufiie the order of the observations, as long as six W's and three s remain, and still end up
with the same fimal plaosibility curve. That is only true, however, because the mode assumes
that oeder & irrclevant %o inference. When something is irrelevant 5o the machine, it won'l
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What this means is that the likelithood maps cach conjecture—soch as a proportion of water
= the globe—anto the relative number of ways the data could occur, given that possibility.
You can bulld your own likelibood foensala from bask assamptions of your story for
ow the data arise, That's what we did in the globe tossing example earlier. Or you can use
poe of several off the-shelf hikelihoods that are common in the scionces. Later in the book,
ou'll see how information theory pustifies many of the comventional choices of likelibood.
however you get the likelihood function, the likeibood seeds to tell you the peobability
possible observation. for amy possible state of the (xmall) world, sch as 4 proportion
water on & globe.
I the case of the ghode 1ossing model, the likelihood can be derived from the data story.
egin by nomimating all of the possible cvents. There are twor waiter (W) and hand (1), There
re 0o other events. The ghobe never gets stuck to the celling, for example. When we observe
de of W and 1s of length N (nine in the actual sample), we need 10 say how likely that
it sample is, out of the unsverse of potential samples of the same length. That might sound
o, bt it's the kind of thing you get good ot very quickly, once you start practicing.
In this case, once we add our assumgeions that (1) every toss Is independent of the ather
and (2) the probability of W is the sanse 06 every toss, probabiliey theory provides
que answer, known as the binomisd distribagion. This is the commmon “cosn tosing”
pr. And so the probability of observing w W's in m tosses, with a probability p of

Priwin,p) = ;*.(;";T,P'{ -py T

§ the above ax
The coomt of “water” observations w is distributed bimormially with proda-
biliey p of “water” om cach toss and n fosses in sodal

 the binomial distribution formula is built o R, %0 you can castly compute the kel
§ of the data—six W's In nine tosses—ander any valoe of p with:

L I ‘.” . m-,’

-lll 0. 1040625

hat numober is the relative sumber of wirs 10 get six Ws, holding p at 0.5 and » & nine. So

nmu»dmum—udpwmpum'uo 5w
iy other value, 10 see how the value changes.

 Sometimes, likebihoods are written L{piw, nl: the likebhood of p, conditional on w and

s Note however that this notation reverses what is on the left side of the | symsbol. Just keep

in mind that the job of the likelihood is to tell us the relative number of ways 2o soe the data

w, ghven values for pasd n

 Overthinking: Nasses and probability distributions. The *4” (n 093 nom sands for dewsty. Func-
Bhens namcd &= this way almost alwayy Bave corresponding partners that begin with “r" for raadom
samplos and that begin with “p” Sor cxmudative probabilities. See for example the help revioon.
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Rethisking A central role for likedidood. A great deal of mk has boen spilled focesing on how
Rayesian and non-Bayesian data analyses difier. Focming on differences is weful. bat sometimes
# distraces us from fusdamental dmilaritics. NotaNly, the most influential assmptioss &= both
Bayesian and many noe-Bayesian models are the hkelihood functiom and their relations 5 the pa-
rameters. The assumptions sbout the Weelibood inluence inference for every poece of data, and as
MMWWWWMMM.NMM&“M-’”WM
non-Rayesian inferences are ofien so similar

2.3.2. Paramcters. For most likebhood functions, there are adjustable snputs. In the bino-
mial likelihood, these inputs are p (the probability of seeing a W), = (the sample size), and
w (the number of W's). One or all of these may also be quantsties that we winh to estisnate
from data, PARAMETERS, and they represent the different conjectures for causes or explana-
thons of the data, In our globe 10ssing example, both n and w are data—we believe that we
have observed their valoes without error. That leaves p as an unknown parameter, and our
Bavesian machine’s job is 10 descnbe what the data tell as sbout it.
But in other analyses, differcat inpants of the likelibood may be the targets of our analysis.
It's commeon i Sield baclogy, for example, 10 estimate both p and m. Such an analysis may be
called mark-recapture, capture-recapture, or sight-resight. The goal is usually o estimate
population size, the m fnput of the biscenial distribution. In other cases, we might know p
and n, but mot w. Your Rayestan machine can tell you what the data say abost any parameter,
once you tell it the likelibood and which bits have been observed. In some cases, the golem
will just tell you that not mech can be learned— Bayesian data analysis ma’t magic, after all,
Bt 1t Is wsually an advance 10 kearn that our data don’t discriminate among the ponaibilisies.
s future chapters, there will be moee paramesers in your models, in excess of the small

number that smay appear in the likelihood. In statistical modeling, many of the most common
questions we ask about data are anvwered directly by parameters:

o What is the average difference betwoen treatmsent groups!

o How strong & the association between a treatment and an outcome?

o Does the effect of the trestment depend upon a covariate?

o How much variation is there among groups?

You'll see how these questions become extra parameters iade the ikelihood.

Datum or parameter? It is typical to concemve of data and parameters as completely
ditferent kinds of erties. Data are maesiured and known: parameters ace unkaown and mest be
estimated froes data  Usefully, in the Bayestan framework the distinction between 4 datum and 2
parameter is fuzzy. A datwm can be recast s a very narrow probability density for a parameter, and 3
parameter as a datum with uncertainty. Much later in the book (Chapter 14}, you'll see how to exploit
this contisuity between certainty (data) and sncertainty (parameters) 10 IDCONPOrate measurement
ersor and missing data into your modcling.

233, Prior. For every parameter vou intend vour Bayesian machine to estimate, you must
provide to the machine a 1ok, A Bavesian machine must have an initial plassbaity assign-
ment for each possible valoe of the parameter. The prior is this initial set of plasibilities,
When you have & previous cstimase to provide to the machine, that <aa becoene the prioe,
as in the steps in Fsaunr 2.5, Back im Fiouas 2.5, the machine did its learning one piece
of data at 2 time. As a result, cach estimate becomes the prioe for the next step. But this
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doesn't resolve the problem of providing a prior, becasse at the dawn of time, when n = 0,
the machine still bad an initial ate of information for the parameter p- a flat line specifying

equal plassibility for every possible valoe,

Overthinking: Prior ss probability ditrbution. You could write the prior in the example heve o
= =1

The prior o & probabelity distrbution foe the parameter. In general, for 2 uniform from « 1o
b, the probubility of sy point in the interval is 15 ~ a). If you're bothered by the fact thas the
probabulity of every value of p in 1, rermember that every peobebiity distribution must sem (lotegrate)
80 ). The expression 1/(5 ~ a) ensares that the ancs soder the fat lise from « 8o b b ogual 1 | There
will be smote to say about this (n Chapter 4.

So where do prives coose frum? They are enginecnng asumptions, chosen to help the
machine bearn. The flat prior in Froune 2.4 is very common, bt it i hardly ever the best peioe.
You'll see later in the book that priors that gently nudge the machine usaally bmprove infer-
ence. Such prioes are sometimes called REGULARIZING OF WEAKLY INFORMATIVE prions
They are so aseful that nos-Rayesian statistical procodares have sdopted o mathematically
equivalemt approach, FexaLIZLO LKELI000, These prions are conservative, in that they
send 00 guand against inferring strong assoclations between variables.

More generally, priors are useful for comtraining parameters 1o reasonable ranges, as
well as for expressing any knowledge we have about the parameter, before any data are ob-
servedd, For cxample, in the globe tossing case, you know before the globe is tossed even once
that the values p = Oand p = 1 are completely implasmile. You abo ksow that any values
of p very chose 10 0 and 1 are less plansible than valees oear p = 0.5, Even vague knowledge
ke this can be useful, when evidence s scarce.

There is a school of Rayesian inference that emphasizes choosing prioes based upon the
personal beliefs of the amalyst ® While this sumprctive Bavesiax appeoach thrives in soene
statazics and philosophy and econamics programs, it is rare in the sclences. Within Bayesan
data analysis in the natural and social sciences, the prior is consédered 10 be just part of
the madel. As such it should be chosen, cvaluatod. and revised st like a8l of the other
components of the model. In practice, the subjectivist and the non-subjectivist will often
analyze data in nearly the same way.

Nove of this shoubd be understood to mean that amy statistical analysis s not iaherently
subjective, because of course it bs—loes of lntle subjective decisions are imvolved in ol parts
of scionce. r.mmmmmmmmmmmm
than are bikdihoods and the repeat sampling assumptions required for significance testing **
Anyone who has visited a statistics help desk at & wniversity has probably experionced thia
subjectivity —statisticians do not in general exactly agree ca how to analyze anything but the
simplest of problems. The fact that statistical inference uses mathemuation does not imply that
there is only one reasonable or useful wary to conduct an analysis. Enginecring uses math as
well, bot there are masy ways 10 build & bridge.

Beyond all of the sbove, theres po liw mandating we aw only one prior. If you don't
have a strong angament Sor sy particular prioe. then try different ones. Because the prior i
an sisumption, it should be interrogased like other assumptions: by altering It and checking
how sensitive inference s 8o the assummption. No one is required 1o swear an outh 1o the
assumpeions of a model, and no set of assumptions deserves our obedience.
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Rethinking Prior, prior pants on fire. Historically, some opponents of Bayesian inference objected
10 the arbitrarines of prices. IX's true that priors ase very flexible. being atic %o encode many dferent
stes of mformasion. lt&mmkwhumﬂwﬁ&mgﬂmmmm’ Indeed
s wm«.mmmdmmnummumm
e prioes 10 lie. l!ywrpulubk-hh“uummﬁkabdmdonmmb«ueaxha
lie would be caslly uscovered. Better to wse the more opaque machinery of the lkelood O better
yet—doal uuﬂyt‘clhkd&&ﬂ—mwﬁcdﬂ&&wm'«ﬁu{“d&n&m
in mothated daca transfcemation,
nkumwthucbmddnuhuhoodhmubmmmﬁnchdadm.
MWMmmMMWH‘hmMmNMmM.
In Dia regard, both Bayesian and non- Bayestan models are equally harrsed, becasse both tradions
depend heavily upon likelibood fenctions and conventiomalized model foesns, And the fact Bat the
m-mm&an\m»mmmmmlkmkduukm This
uMm-mewmmthmmbMMnMd
m«mmmy.muanum»uwmmw
choice of prior or rather choice of boss functice. (You'll meet bons functions Later in Chapter 3

2.34. Posterior. Once you have chosen a likelibood, which parameters are to be estimaged,
ndawlonxbpanm«ct.a&)mnmdc{!mntheestim&saanmﬁlogkdw-
quence of those assumptions. For every wnique combination of data, likeldhood, parameters,
and prior, there is 2 unique set of estimates. The resulting extimates— the relative plausibility
of different parameter values, conditional oa the data—are known as the rosTrzionr nas-
TREDUTION. The posterior distribution takes the form of the probability of the parameters,
conditional on the dsta Pripin, w).

The mathematical procedure that defimes the logic of the posterior distribution is Bayps'
THEOREM. This is the theorem that gives Bayesian data analyvis its name. Bat the theorem
itsclf is a trivial implication of probability theory. Here's a guick derivation of #t, in the context
of the ghobe tossing example. Really this will jest be a re-expression of the garden of forking
data derivation from eastier in the chapter. What makes it look different is that it will use the
mloo(pmbabﬁq-nmrywcmxamhcwmmh But it s stilll just counting,

For siesplicity, I'm going 10 omit # from the sotation. The joint probability of the dats w
and any particular value of p i

Priw.p) « Priw'p) Prip)

This just savy that the peobability of w and P s the product of likelihood Pr(wip) and the
prioe probability Prip), This is Mke saying that the probubility of raim and cold on the same
day Is equal 1o the probablity of esén, when it's cold, times the prodability that #t's cold. This
much & just definition. But it just as true that:

Priw.p) = Pripiw) Pr{w}

All\rdmchmwhkhm“yacondiﬁmd.ondxdgm-hmd side. It is still 2
troe defimition. It's llhuﬁqmwmwiqdmwaummmdarbqw
to the prodability that ifs cold, when it raining, times the probabality of esin. Compare this
statement to the one in the previous paragraph,
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- Now simce both right-hand sides are equal to the same thing, we can set them egual 1o
snother and sobve for the posterior probability, Prip w):
_ Priwip) Prip)

'l call the average Mkavhoad. In word forme

_ Likelihood x Prior
Average Likelihood

~ The average likelihood, Priw). can be confusing. It is commonly called the “evidence” or
“probabdlity of the data” nesther of which is a transparent name. The probabdity Priw)

Posterion

Pe(w) = E(Priwip)) = [Prinip) Pripidp
The operator E means 10 take an expectation. Such averages are commonly called marginals

in mathematical statistics, and 50 you may also see this same probabiliny called a marpios!
And the intogral abree just defines the proper way 10 compete the average over 3
- continoous distribution of valwes, like the infinite possible values of p.
~ The key lesson is that the posterior is propartional 1o the product of the prior and the
Nikelibood. Win? Because the mumber of paths through the garden of forking data is the
~ product of the prior number of paths and the new number of paths. The likelibood indi-
~ gates the numsber of paths, and the prior indicates the prior number, Multipdication |s just
~ compressed counting. The average likelihood on the bottom past standardizes the counts so
they sum 1o one. So while Bayes’ theorem looks complicated, because the relationship with
- counting paths Is obscured, it just expresses the counting that logic demands.

Fioume 3.0 Wusrates the multiphicative imteraction of & prior aad & likelihood. On cach
1ow, @ prsor on the left s moultiplied by the likedibood in the middle to produce a posterior
om the right. The bkelihood in each case Is the same, the Mkelihood for the globe toss data
The prioes however vary. Asa result, the posterioe distributions

2.4. Making the model go

Recall that your Bayesian moded is a machine, a figurative golem. It has bullt-in defii:
tions for the likelihood, the paramctens, and the prioe. And then a¢ i heart lies a motor that
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Fioums 1.6, The posterior distribution. as & product of the price Eeribw
toom and likelihood. Top row: A flat peioe constructs a posterior that is sim
ply proportional to the Mielibood. Middle row- A P priog, assigning rero
probability to all values less thas 0.5, resulting in a truncated posterior. Bot-
toem row: A pesked prior that shifts and skews the posterior, relative to the
likelihood

Ing is governed by the rules of probability theory, which defines 4 uniquely logical posterios
for every price, likelibood, and dats

However, knowing the mathematical nele is often of little help, because many of the In
teresting models in contemporary science cannot be conditioned formally. mo matter your
wkill i mathematics. And while somse broadly useful models like Bnear regression can be
condtioned formally, this is ondy possible if you constrain your chowce of prioe to special
forms that are cavy to do mathematics with Wed Bke 10 avoid forced modeling cholces of
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s kimd, instead favoring conditioning engines that can accommodate whichever prior is
‘most useful for inference.

What this means is that various numerical technigues are needed 10 approxissate the
tics that Sdlows from the definmtion of Bayes' theorem. In this book. you'll meet

th mnmn.mwuwummam-

(1) Gnd approxienation

(2) Quadratic approxinsation
(%) Markov chain Monte Carda (MCMC)

are imany other cogines, and new ones are being invented all the tume. Bot the three

hink mnhﬂhmdumm-umlmu
mode 33 & componite of 4 priot and 2 kkelbood. That definithon i typial. But in practical terme,

ald also consbder how the model in fit 10 &ata 3s part of the moded. In very stmple peoblerns,
tonng exampie that comumes this chapeer, Cakoulation of the posterion desaity s trivial
pod 1n even ovodermely comphen problems, Bosever, the detals of fating the moded »

that eur wamerical techiique inflacnces oue inferences. This bs because
compromises arise under ditferent technigues. The same mode fit 1o the e

1. Grid apprenimation. One of the simplost conditioniag techniques is grid approxi-
ios. While most parameters are (ontinuous, capable of taking on an infinite sumber of

approxie mwa.umpkbmofllmde
Grid approximation will mainly be useful s & pedagogical tool, as learming it farces the
et to really enderstand the nature of Bayesian spdating. But in most of your real modeling,
grid approximanion isa’t practical The reason Is that it scales very poorly, as the number of
~ ers increases. 50 in later chapters, grid approximation will fade away, to be replaced
by othee, more efficient techniques. Still, the conceptual value of this exercise will carry
Sorward, as you graduate to other techniques.
In the context of the globe toving problem. grad appeosimation works extremely well.
%0 let’s bulld a grid approximation for the model we've constracted so fee. Here is the recipe:
(1) Difine the grid. This means you dechde how many poists 10 use in estimating the
posterior, and then you isake 2 list of the parameter values on the grid
(2) Comgete the valae of the prioe at cach parameter value on the grid.
(3) Compune the Mkelihood at each parameter value.
(4) Compune the unstandardized posterion at each paramseter value, by swltiplysng the
peior by the Mhelihood,
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(5) Finally, standandize the posterioe. by dividing each value by the sum of all values
In the globe tossing consext, here’s the code 1o complete all five of these steps:

# define grie )
PErid <o seql fromd |, torl , length.oute38 )

# define prior
priee «- repl § , 20 )

¥ compute 11kelibood at each value n grid
un\m«-mto.om.r*m!

¢ conpute prodext of Likelihood aed arior
WETd.posterior «- Likelinosd * prior

¢ standerdize the posterior, so 11 soms to &
POSTErTar «« unstd.posterior / sum{unstd, posterfor)

The above code makes a grid of only 20 points. To display the posterior distribution now:

plotl p.gria | pesterior | types™” |
 Wlabe"arobobility of water™ , ylabe“gostersor probability® )
wtaxt( 26 potnts” )

You'll get the right-hand plot i Frauss 2.7, Try spasset grids (5 points) and denser grids
(100 o 1000 points). The correct density for yous grid is determuined by how accurate you
want your approximation to be. Moee points morans nsoee peecision, [n this ssmple example,
YOu can go crary and use 100000 posnts, but there wan't be mmach change In inference after
the first 100,

Nerw to rephicate the different prions in Fiouus 2.5, try these lines of code—one af 2
tame—for the prior grid:

prier < Melsel{ pgrid < 0.8 , 9, 1)
Frior <« eapl 5%absl p_gri¢ - 0.3 ) )

The rewt of the code remains the same.

WV«WMdR‘stuum-Mnmmhqwﬂhmdmmtm
Alenost as cary e working with single valoes. So even though both baes of code above say nothisg
Dot bow derae your grd in whatever lengih you chose for the vector p_gr1d will determine the
length of the vecsoe peior h“km&:;&uhm“mmmdh«md&y work on
Tists of values, verrors. s 3 vecrorized calculation, the caloudation is performed on cach element of
the inpet vector—p_grid in this case—and the resulting output theresore has the same length. [n
m}acmmlhwmwmaw.lmdnwmm
vectorued Gl ulations are typically faster They can however be musch hander o read. whes you aee
Wartiog ok with R. Ke patient, and you'll soon grow scomtomed 10 vecsortaed caloulstions.
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Fraues 2.7. Computimg posterioe distriwtion by grid approximation. In
cach plot, the posterior distribution for the globe toss data and model i
spproximased with & finite sumber of evenly spaced poists. With only 5
poises (eft), the approximation & terrible. But with 20 points (right), the
approximation i already quite good. Compare to the analytically solved,
exact posterior distribution is Frcune 2.5 (page 30).

We'll stick with the grid appeaxsmation to the ghobe soss-

1007w 10000 valaes 10 compate. For 10 parameters, The grid becomes many billioas
vadoes. These days, it's roatine to have models with hundreds of thousands of parameters.
ﬂmmmyahmethMwlm\.ﬁ
wery far,
A wseful approach is QuABRATIC AresoxiMATION. Under quite gemeral conditsons, the
mmwammmmmummwnn
This meeans the posterior distribution can be usefully approximated by a Gasssian
A Gaussian distribution s convenlont, because it can be completely described
w only two nambers: the bocation of its center (mean) and its spread (variance),
A Gaussian appeoximarion i called “quadratic spgroximation” because the logasithm of
Gaussian distribution forms a parabods. And a parabola is a quadsatic function. So this
jon cxscatially represents any log - poserior with a parabola.
" We'll use quadratic appravsmation for smach of the fiest half of this book. For many of the
ﬂmpmdmhmﬁdm—hwwbw—hm-
imation works very well. Often. it 1s even exactly correct. not actually an approxkenation at
all. Compratationally, quadeatic appronimation s very incxpessive, af beast compared t0 grid
and MCMC (discwssed next). The procediare, which R will happily conduct
a your compmand, contains two steps.
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(1) Fend the posterior mode. ﬂh.uﬂymwlhhdhymeopbiuﬁmdp-
mtm.aMethnsM‘dnh‘dnmmmulnma

be wiizg map 4 lot i the book. l'uﬂnlhkmoddﬁnqlmlthuwmmowunloqndfyn
large mumber of differens “regression” modls. So it'll be woeth trying it out right mow. You'll

£t a moee thorough understanding of it later.
Tomqueunqudutkmmmnthedohcmu‘du
Library (rethinking)
globe.ga <« mag(
alfist(
- mp.p) v ¥ Bloomial 1iselihsod
P~ dunif(o,1) * unifern prior
)
m-. st {weé) )
* display summary of guadratic 2pprostastfon
precis( globe.ga )

lbwup.mmam-lmddmudahdmm‘adn
‘lhtfotn-hdtﬁnalhehkdlhoodmm il sy much more sbout these formulas in
Chagter 4. Thc:hahub}mllhvmmdm{tl.!%wh'smdnmuwt

Rean StdDey S.45% 94,58
POET  0.16 0.42 0.9:

mhmnrxumuhmfmmryoﬁhqudn&mmh&um.
it shows & MAP value of p = 0.67, which it calls the “Mean” The curvature is labeled “Std-
Dev™ Thas stands for standard deviation. lhmh&cw&ﬂwﬂadt&em
“m-hhlhmviubnm Fanally, the last two values i the prects out-
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Fraoums $8 Accuracy of the quadeatic sppeoximation. |s cach plot, the
exact posterior distribution is plotied i blue, and the guadratic appronsma-
tion Is plotted as the black curve. Left: The globe tossing data with n < 9
tosses and w o 6 waters. Middle: Double the amount of data, with the
sacoe fraction of water, m = I8 and w = 12, Right Four times as much
data, n = Joand w = 24

1 catcutation

'mu.-a..-.on.m-..m) o b
) 1 spprocinet ien -
,_MI-W.M,),.MQM3 &

anmdnbplot(wlthalﬂkml‘an‘lu)onhhﬁhhomx& The bloe curve is
the analytical posterior and the black cerve is the quadratic spproximation. The back curve
does alright an ins left side, but looks presty bad on s right side. It even assigns positive
probabdity to p = 1, which we know is smpossibile, since we saw at least one land sample,

As the amount of Jata increases, however, the quadratic approximation gets better. In the
mbddle of Frainr 18, the sample size is doubled 104+ 18 tosses, but with the susse fraction
of water, so that the mode of the posterion is in the same place. The quadratic spprovimation
looks better now, although still not great. At quadruple the data, oo the right side of the
Sgure, the two curves are nearly the same now.

This phemoenenon, where the quadratic spproximation improves with the asoosnt of
data, Is very common. ['s one of the reasoms that so masy dhassical statistical peocedares
are pervous about small umplex: Those procedures use quadratic (or other) approximations
that arc anly known 10 be safe with infinite data. Often, these approximations are useful with
Jess than mfinite data, obrviowsdy. But the rate of improvement as sample siae increases vanies
greatly depending upon the details. In some mode types, the quadratic appeoximation can
pemmain terrible even with thousasds of samples.

Using the quadratic approximation in a Bayessan contest beings with it all the same con-
cerns. Bot you can abways kean on some algorthm other than quadratic approximation,
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you have doubes. Indeed, grid appeonimation works very well with small sassgiles, because
in such cases the moded must be simple and the computations will be guite fast. Yoo can also
use MOMC which s introduced next,

Rethinking Maxime likelibood extimation. The guadratic spprosimation. exber with 2 undorm
peion or with a bot of data, is ussally equivalent 1 & MAXIMUM LIXELINGOD EsTIMATE (MLE) and ity
STANDARD Exsak The MLE m 3 very commen mon. Bayesian parsmmcter estimane This equivalence
Detween 2 Bayesian sppookimation ami & comman pos- Ravesian estimator = both 2 lessing and &
curse [t 2 blewing, becaune it allows us 10 1o inserpret o wide range of pubiahed svn-Bayesan
model fits in Bayesian terma. 1 i & curse, becaine manimue Jaeddood extimates have some curioes
drawbacka, which we'll explore in later chaprers.

Overthinking: The Hesbans are coming. Sometimes it helps bo know more about bos the quadratic
sppeanimation w computed. In partioulas. the appronimation semetimes fails When it does, Qrances
are you'll get 4 confming ervor mesiage hut sayy something sbost the “Hessin " Stodents of world
hnmnmyimlM!hﬁhumquﬂmnmxmhuﬁbymchunhm:hlmh«mm
mdavmdnmnuqighwthmmm(wwuhq\nm
mescenaries are aamed afler 3 repon of what I now cerral Germany, Hesse,

The Mewian that concems us here has kvl 10 d0 with merconarion. It b naned after muathe-
mancun Lodwig Otto Messe (LS11 18740 A Heuton s & square mutrix of second derteatives. M iy
wsed for mtany purposes i mathematicn, but m the quadratic appronimation it is secoad derivataves
of the Jog of postersor peobabality with reapect to the parumeters. 1t Turms cut that these derivatives
are wthichent 10 descride a Gauisn distrbution, became e logarithes of a Gausitan distrbution
s just 4 parabola. Parabolas have no derteatives beyond the scond. so once we know the center of
the parsbols (the pouterion mode) and ity second derivatrve, we know everything about 8. And in-
doed the wecond dertvative {with sespect to the owscomie) of the bogarthm of a Gassdan ditribation
is propoctional o ity imverse squared standand deviation (its “precision”. page 78). So keowing the
wdmmummm*uum

The standard deviation i fypically computed from the Hesian, so computing the Hesslan is
nearly alwiays & necewsary step But sometimses the computation goes wroog. and yoer golem will
oke while trytng to compate the Hewias, I thowe Gases, pom have several optiom. Not all hope i
Rt Bt Sor nomw it's enough %0 recognise the term and associate It with an atternge 6o Sind the standand
devistion for & quadnanc appronieatson

243 Markov chais Monte Carlo. Theee are loss of important model types. bike mults-
level {mived-¢ffects) models, for which neither grid approximation nor quadeatic appea-
imation is always satisfacsory. Such models can casily have bandreds o thousands or tens
of -thowsands of parameters. Grid approximation obviowudy fails here, because it pust takes
100 kang —the Sun will go dark before your computer finishes the grid. Special forms of qua-
dratic approximation might woek, if everything is just right. But commaonly, something &
not st right hmb«mt.mﬂiltwlmoddsdomdvmdlmmlomdwnauudc.
unified function for the posterior distribution. This means that the function 1o macissice
(when finding the MAP) is not known, but must be computed in proces.

As a result, vanioos coonterintuitive model Stting techaiques have arisen. The most pop-
wlar of these i MARKOY Crare Moxrte Canso (MOMC), which is a family of conditioning
eagines capable of handling haghly complex models. It i fair to say that MCMC is largely re-
sponsible for the inmargence of Bavestan data analysis that began in the 1990x. While MCMC
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than the 1990+, stfordable computer powes Is pot, so we must also thask the en-
Much lager & the book (Chapter 8), you'll meet simple and precise examples of
mode fitting, aimed at helping you understand the technagae.

 “The conceptusl challesge with MCMC lies is its highly noo obvioas strategy. Instead of
ing to compute or approxinate the postersor distribution directly, MOMC techubgaes

; the posterior. becasse they are casher 10 think with. And 30 thats where we turn (n
mext chapter. 1o thinking with samples.

1.5, Summary

mmmmucwmammmmw
jcfmwupmwmu.mmm Posterior peob.

eters, and a prior, The likcliwood provides the plassibslity of an observation (data), given a

'{mmmwn&emsqmummhmdn.uu—m'mm
pesulty in the posterior dutribution.

um.mm«ummwmmmmmwm
imation, quadratic approximation, and Markov chain Moete Cardo. Each method imposes
different trade-offs.

2.6, Practice
Fasy.
21, Whikh of the expressons below correspond to the staterment: e produbeaty o raw am Movday?
(1) Pricain)
(2) Pr{eainMonday|
(3) PriMonday rain)

(4) Prirain Mooday )/ Pl Monday |

|
2K Which of the following statements corresponds  the expeesion: Pr{ Moadayirain !
1) The probubiley of ree on Monday.
(2) The prodability of ram, given that it is Mondsy.
(1) The probabality that & s Monday, ghven that it is rassag
(4) The probadidity that % i Mooday and that & bs raining.
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263, Which of the expeessions below correspond 1o the statement: thae produabvitty that # o Mosday,
groen tha of is nadwing?

(1) Pel Moadayleain)

2) Pl e Mooday)

(3] Prirain Monday ) Pr{Monday)

{4) Prieain Mooday) PriMoaday)/ Prirain)

{5) PriMonday raks) Prirain )/ PriMonday)

2EA. WWMMMm&M(l%-lm)mhuMaMmM
with the doclaration: "PROBAKILITY DOES NOT EXIST” The capitals appeared i the ariginal, so
| imagine de Finetti wanted us to shout this staiement Whiat he sacunt is that probaibiliny is 2 device
for descriding wecertainty from the perspective of an observer with kmited knowledge: it has =0

objective reality. Mmhﬁkmw&umm.mM(ﬂhhm What
docs it sean to 53y “the produbiliny of water s 0777

Medium.

ML, Recall the globe waseng model from the chapter. Compate and plot The grid appeoximate
posterioe distribution for each of the Sollowing sets of observations. 1n each case, avume & unidorm

prior foe o
0w wWw
(M wwwi
G LW WL WW W

M2, Now awurme & peaor 5or p than i equal 1o 210 when p < 0.5 and & 4 positive constant whes
p2Os. Aﬁncmmudﬂmah;ﬂmmmmdmw«adﬂumd
olrervanions in the probless jest above,

M3, Suppose there are two globes, one for Earth and one for Man. The Earth globe is 7% covered
in water. The Maes ghobe is 100 land Further seppose that one of these globes—you doal kiow
which - was tossed in the air and prodoced a “land” ebservatica. Assume that each ghobe wis equally
lMylothMMWWM()‘MM”M!MMMm
socing “land” (Pr(Earthjland]), s 0.23.

2M4. Seppose you havea dech with caly three cards. Fach cand bas two sides, and each side is either
black or white, One cand has two Mack sides. The second card ban one Black and one white side. The
hind card has two white sides. Now wapgose all three cands are placed in a bag and shuffled. Someone
seaches im0 the bag and palls ost a card and places it st om a table. A Black xide is shown facing up.
but you don't know the color of the side facseg down. Show that the probatslity that the other side is
aho Black is 23, wum—mmnwts«tmzdu¢wwmmmmm
mmiuwhmmmwcwmutwwmumw&mup
oo the table).

2M5. Now suppose there ace Sour cands: BB W, W/W and anceher IR Again suppone 4 cand s
draww from the bag and 2 Mack side appeans face up. Again calculate the probubility that the other
shde s black.

2M6. lmMMmanﬂwamuuhdamhmmMcﬂw‘M
sides. As 2 result, (s hoss likely that & card with back wides is pulled from the bag, S0 again assume
there are three cands: BB, VW, and W/W. After experimenting a mussber of times. you conchade that
Iucmyunopdthcﬂltadlmthchptbtumzwmmwnww«dmdJmlo
padl the W/W card. Mw&namﬂipﬂdda&x&ﬁ&mh«m Show that
the peobahitty the other sade is black w 20w 0.5, Use the counting method. as before,
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2. Assame sgais the original cand probiern. with 2 single cand showing s ack side face . Before
s 4t the other side, we draw ancther cand from the bag and lay it face wp on the table. The face
- 1 00 the new cand in white. Shaw that the probabiity that the Sest card, the one showing
ok séde, has black om s ofher side s now 073, Use the coussing method, o you can. Hint: Trest
the sequence of glode 1omses, courting all the ways %0 sexr wach abuervation, fur cach gossible

pable of tclling therm apart. They differ however in their family saes. Species A prves hurth to twiss
% of the tarse, otherwive Nrthing a wngle infant. Species B burths twim 20% of the time, otherwise
WMMMMQMMMM-’N‘H

Wippose YOu are mamaging 3 captive panda breeding progras. You have & sew female panda
o specien, and she has just gven birth to twim, What is the prodabiary that her neat birth
aho be Twims?
12, Recall all the facts from the problem above. Now comgpuie the probabdity that the panda we
e ¢ from species A, asuming we have obverved oally the first birth snd that it was twins

1 Moaﬁuhmpuﬂ-.wmumpbmh-omm

= Wit Is mot twing, bt & singheton infant. Compute the postersor peobabidity that thes pands is
hes A

'i A contmon boast of Bayesian satisticians is that Reyelan isference makes it easy %2 wae all of

Whe data, even if the data are of disferent types.

S0 wappose o that o vetermartan comes alnag who has & now genetic sot that she caims can
Mentify the speches of eur mother panda Bt the sest, like all tevta, is imperfect. This is the informa-
oo yous have sbout the test

® The probability # correctly idenefies a species A paads 1 0.8

o The probability # correctly identifies & species B panda b 0163,
vot admistisiers the test 10 yoor pamnds sl tells you that the tost Is posstive for speces A Firw
your previoss (nformation frum the Nrths and comgute the posterior probaniliny that your
s species A Thea redo your cakoulation, now wiing the birth data as well




